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Abstract

Earlier work on machine learning for automated reasoning mostly relied on simple, syntactic features combined with sophisticated learning techniques. Building on ideas exploited in the software verification competition (SV-COMP), we propose the investigation of more complex, structural features to learn from. These may be exploited to either learn suitable strategies for tools, or build a portfolio solver which chooses the most suitable tool for a given problem. We propose concrete features for term rewrite systems, and give some ideas for the area of theorem proving.

1 Introduction

The idea to exploit machine learning in automated reasoning has been a natural one, given the success of AI methods in areas like Jeopardy1 and Go.2

In theorem proving, learning has been investigated to improve heuristics for different tasks. Most prominently, these include learning parameters of the proof process [7], learning selection of the objects (like clauses) to process next [15, 10], premise selection [12] and the use of learning to guide proof search in a more general sense, such as which branch to follow in a tableau proof [11]. Work done in the area so far typically exploited syntactic features.3 On the one hand, static features such as symbol counts, the number of clauses of a certain type, clause depth and weight were investigated, along with dynamic features that record similar features during the proof process [7]. Alternatively, term walks are used as features, where terms are represented as symbol strings [15, 10]. In another experiment, the entire problem was fed into a neural network [14].

These approaches tend to use elaborate machine learning models with rather simple features. A contrasting approach following the paradigm of smart features, simple learning has been pursued by Demyanova et al to design a portfolio solver for the software verification competition (SV-COMP) [9]: Based on metrics of programs related to loop types, variable use, and control flow, the authors applied machine learning techniques to decide which solver to use. The resulting portfolio solver would have won the software competition in three consecutive years. The applied machine learning model is comparatively simple (support vector machines), the success of the method is thus attributed to the sophisticated metrics. Besides providing a powerful combined solver, the work thus also delivers a taxonomy of problems, along with insights which techniques and tools work best on them.
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3Since space limitations do not allow us to present a comprehensive related work, we only mention some examples as representatives of common approaches.
We propose to apply a similar approach to the area of term rewriting. Both in the termination\textsuperscript{4} and the confluence competition\textsuperscript{5} a variety of tools competes annually on thousands of benchmarks. Each tool has its own strengths on problems of a certain kind, but it can typically also be run with a vast variety of different strategies that accommodate better to some problems than others. Though some tools are restricted to problems with certain syntactic characteristics, like string rewrite systems, many tools work on the standard categories and offer a variety of proof strategies. The same holds for the area of theorem proving and the CADE Annual System Competition (CASC)\textsuperscript{6}.

We propose to investigate meaningful structural features that, possibly together with syntactic features, allow machine learning models to predict on the one hand which tool works best, and on the other hand which tool strategy is most suitable for a problem.

In Section 2 we summarize the program metrics exploited in \cite{9}. We propose corresponding term rewrite system characteristics in Section 3. Subsequently, we consider possible extensions to problems from theorem proving in Section 4 and conclude.

2 Metrics for Programs

The metrics of programs proposed in \cite{9} are based on three characteristics: variable roles, loop patterns, and control flow. For the former, 27 variable roles are defined, including e.g., pointers, loop bounds, and counters. An occurrence count vector holding the number of variables of each role, normalized by the total number of variables, is included in the features used for learning.

Second, four loop patterns are defined based on whether the number of iterations in a program execution can be bounded or not. In particular, the first two patterns correspond to loops with a constant number of iterations, and loops corresponding to a FOR-loop where termination is ensured. Again, the number of loops of each kind gets counted, and an occurrence count vector (normalized by the number of loops overall) is included in the feature list.

Finally, control flow metrics include the number of basic blocks and the maximal indegree of a basic block for intraprocedural control flow, as well as the number of (recursive) call expressions and the involved parameters to account for interprocedural control flow.

3 Features of Term Rewrite Systems

There are obviously certain syntactic features which exclude the application of certain tools of techniques. These include e.g. the type of rewrite systems (string, conditional, or constrained) but also syntactic features such as e.g. variable duplication for the Knuth-Bendix order.

That said, we here want to discuss more structural features which might influence applicability of certain tools and methods, as outlined in Section 2. While programs are certainly more structured than term rewrite systems (TRSs), many properties outlined above are reflected on the level of TRSs.

Variable Roles. The role of a program variable corresponds to the role of the argument position of a function symbol. Consider a symbol \( f \) of arity \( n \) occurring in a TRS \( \mathcal{R} \), with argument position \( i \leq n \). Properties of interest may include the following:

\textsuperscript{4}http://termination-portal.org/wiki/Termination_Competition
\textsuperscript{5}http://project-coco.uibk.ac.at
\textsuperscript{6}http://www.tptp.org/CASC
• \( i \) is a projection argument if \( \mathcal{R} \) contains a rule \( f(t_1, \ldots, t_n) \rightarrow t_i \)

• argument \( i \) is decreasing in presence of a rule \( f(t_1, \ldots, s(t_i), \ldots, t_n) \rightarrow f(t_1, \ldots, t_i, \ldots, t_n) \)
  (or increasing if the rule is reversed)

• \( i \) is recursive if some rule \( f(t_1, \ldots, t_n) \rightarrow f(t_1, \ldots, f(u_1, \ldots, u_n), \ldots, t_n) \) features a recursive call in the \( i \)th position

• \( i \) is a pattern matching argument if \( \mathcal{R} \) has rules
  \[ f(t_1, \ldots, c_1, \ldots, t_n) \rightarrow r_1 \]
  \[ f(t_1, \ldots, c_2, \ldots, t_n) \rightarrow r_1 \]
  with different constructors \( c_1 \) and \( c_2 \) occurring at position \( i \)

• \( i \) is a duplication argument if in a rule \( f(t_1, \ldots, t_n) \rightarrow r \) term \( t_i \) occurs at least twice in \( r \)

Note that some properties have likely correspondence to roles of program variables, for instance
a decreasing or increasing argument position models a counter variable in a term rewrite system.

Recursion Patterns. In particular for termination and complexity analysis, recursion in
TRSs constitutes the key difficulty. The first two loop patterns considered in [9] is strongly
connected to the idea of tiering and safe recursion [16, 4, 13], where the essential idea is that
the arguments of a function are separated into normal and safe arguments, and recursion is
limited to safe arguments. Such a problem classification is also used in runtime complexity
analysis of term rewrite systems [2, 1]. More generally, restricted loop structures have been
considered in the context of decidable classes of resource or termination analysis, cf. [5, 6, 8].

Control Flow. Control flow in TRSs is commonly captured by the dependency graph (DG).
Estimations of this graph are, for instance, commonly used in termination tools. Natural features
of this graph are given by the number of nodes, edges, and strongly connected components
(SCCs) of this graph. Though the control flow is in general less obvious for TRSs than for pro-
grams, some of the program metrics mentioned above have quite direct correspondents: The
number of recursive calls is reflected by the number of paths in the DG between nodes with
the same root symbol. Mutually recursive functions are reflected by edges between nodes and
SCCs of different root symbols. The indegree of nodes in the DG could be seen as related to
the indegree of basic blocks.

However, the DG is typically used to analyze termination: its nodes are thus dependency
pairs and edges correspond to potential recursive calls. For the sake of control flow analysis,
one could also consider a more general call graph where nodes stand for rewrite rules rather
than dependency pairs, and terminating computations are covered as well.

Finally, we mention some further features for term rewrite systems which carry some semantics.
One may consider properties such as orthogonality, the number of critical pairs, or whether
it is a constructor system. But also more complex properties such as simple (non-)termination
and local (non-)confluence can be easily decided for some cases, and might be indicative for the
complexity of an input TRS and hence appropriate strategies. Moreover, also the presence of
certain algebraic substructures such as associative and commutative operators, groups, lattices,
or distributivity can be taken into account.

4 Conclusion

In presence of equality literals, all features described in Section 3 can be considered for theorem
proving problems as well. Some of the discussed features are, moreover, not limited to equality
literals: A dependency graph can also be conceived to analyze the dependencies of predicates on certain function symbols, for instance. Similarly, the presence of certain substructures can be exploited, as it e.g. already been done in Waldmeister [3].

However, these problem features constitute only some initial ideas. We think it would make for an interesting topic for ARCADE to discuss whether (a) the approach outlined in this abstract is considered of interest, (b) whether the proposed problem metrics could be of use, and (c) which other features could be of use in the various areas of automated theorem proving.
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